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Abstract

Machine learning is one of the active fields and technologies to realize artificial intelligence (AI). The complexity of
machine learning algorithms creates problems to predict the best algorithm. There are many complex algorithms in
machine learning (ML) to determine the appropriate method for finding regression trends, thereby establishing the
correlation association in the middle of variables is very difficult, we are going to review different types of regressions
used in Machine Learning. There are mainly six types of regression model Linear, Logistic, Polynomial, Ridge, Bayesian
Linear and Lasso. This paper overview the above-mentioned regression model and will try to find the comparison and
suitability for Machine Learning. A data analysis prerequisite to launch an association amongst the innumerable
considerations in a data set, association is essential for forecast and exploration of data. Regression Analysis is such a
procedure to establish association among the datasets. The effort on this paper predominantly emphases on the diverse
regression analysis model, how they binning to custom in context of different data sets in machine learning. Selection
the accurate model for exploration is the most challenging assignment and hence, these models considered thoroughly in
this study. In machine learning by these models in the perfect way and thru accurate data set, data exploration and forecast
can provide the maximum exact outcomes.

Keywords: Dependent variable (DV); Independent variable (IV); Regression, Multicollinearity; Least-squares guesses; Slope; Variance; Ordinary
least squares (OLS); Multicollinearity.

1. Introduction

Regression is the procedure of typical association between two or greater than two variables of interest concerning
original elements of the data-set. It also command to launch the behavior of the association in the middle of variables
on interest that are describing the practical association between the variables and thus afford an instrument for
prediction or forecasting. It is a method of analysis and recognizes the relationship between two or greater than two
variables of interest. The method that is adapted to execute regression analysis helps to realize whichever aspects are
significant, whichever aspects fail to notice and in what way an individual promoting one and all. Regression castoff
for prediction and forecasting. Regression is a subset of supervised machine learning techniques to predict the pattern
of data. “It is a task of predicting a continuous quantity usually one dependent variable (DV) and one or more than one
independent variable (IV)” [1]. “This process regresses desirability of a predictor variable in consequence of the
predicted variable. Another way testing to realize how the value of Y modifies with respect to changes in X” [2]. A
group of machine learning procedures that help as a foundation for illustrates interpretations about associations among
consistent variables. These procedures are appropriate in practically all studies, with the common practical estimation,
the utmost routine of all data analysis procedures.

One of the machine learning procedures that provide clues to opt appropriate equations to find and identify trends
into a dataset is regression. It is a statistical process for models in Machine Learning applying for prediction and
forecasting. This has a substantial connection to the field of machine learning, apply diagonally to different businesses
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and productions, for example a farmer in reducing their losses and to get the best prices for their crops. In contest of
model review and study of different regression methods matrices, techniques parameters to find predictions based on
three parameters: independent variables count, regression shape line and dependent variable type in machine learning.
This study aims to study the relationship among various types of regressions with a suitable factor in machine
learning. Based on factors categorize the regression model for machine learning which helps for the selection of the
model. The main purpose is to select the suitable types of regression depends upon the user's needs. Here need means
what users want to predict and forecast and how it can be achieved? This review will support selecting a suitable
regression machine learning methodology. It is also helpful to decide high size or low-size datasets. i.e., when the data
size is small select linear or as suitable, and when data size is big which is deep learning model advice suitable
regression. It suggests the mythology to select predictor variables and emphasize the limitation of the hypothesis.

2. Literature Review

According to E C Alexopoulos [3] “Linear regression is the procedure that estimates the coefficients of the linear
equation, involving one or more independent variables that best predict the value of the dependent variable which
should be quantitative. Logistic regression is similar to a linear regression but is suited to models where the dependent
variable is dichotomous. Regression analysis in order to model its relationship. There are various types of regression
analysis. All these methods allow us to assess the impact of multiple variables on the response variable.”

According to Yuki Hiruta and Yasushi Asami [4] “A simple way for evaluating the different types of regression
models from two points of view: the ‘data fitting” and the ‘model stability’. To figure out whether the relative positions
among models coordinated by two criteria are reasonable enough or not, used the models that have a smoothing or
complexity parameter, and confirmed whether the two criteria are able to represent such tradeoffs.”

According to R. Reka [5] “Regression is one of the techniques for prediction analysis and data mining task. Each
one has its own sense. These techniques vary in terms of type of response variable, explanatory variable and
distribution, focused on the dissimilar types of regression techniques premeditated for various types of analysis and
which types of regression used in context of different data sets.”

According to Dastan Hussen Maulud and Adnan Mohsin Abdulazeez [6] “Regression modeling is a statistical
method commonly used in research, particularly for observational studies. The proper choice of regression model, the
choosing and presence of model variables are the key actions which should be established and properly controlled in
order to achieve valid statistical results because the unavailability or misapplication of an appropriate regression
modeling may cause to inaccuracies results.”

3. Tools Explored for Regression Analysis

There are many software tools for regression analysis. Selection of tools be contingent on data set. Such as for
logistic regression, data set must not have continuous, it should binary dependent variable. But, the best one can be
declared based on requirements, few software to perform regression analysis are: (a) Statistical Practice for the Social
Science (SPSS) (b) National Council for the Social Studies (NCSS) (c) Stata (d) Minitab (e) SAS (f) R (g) Matlab and
(h) KNIME. The favourable tool for regression analysis is R and SAS, R can use the in-built function of linear model
(LM) where the structure of model can be easily define and with summary function the outcomes are detailed. Here |
explored in excel with free add-in Regresslt, which provides a 2-way interface between Excel and R, perform analysis
in R without writing any code with combination of TableCurve2D for fitting data.
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4. Different types of Regression
4.1. Linear Regression Model

This is trivial and easy form of regression [9] it represents by the formula of a straight line

Y = a+ Bx (1)

This equation controls the suitable standards for alpha and beta to expect dependent variables upon a given
value of independent variables. Here independent variable(s) may constant or distinct and finds a linking
among the regressed and regressor with best fit straight line. There is no connotation between two variables
ifthe grid line in a simple linear regression marks smooth. There are two types of linear regression association
positive and negative. When the representation of line tends on upper side of Y -intercept and sharp-line tends
on upper side, positive linear association occurs. When the representation of line tends on lower side on the
Y-intercept and some part of the representation graph tends towards X-intercept a negative linear association
occurs. This model accepts that the association between input and output is linear. It does not sustenance
other complicated trends. Real life examples used in forecasting by environmental scientist. Machine can
adopt this process to forecast the weather and other side.

Y=b,+bx
Linear Model _
PR

Fig.1. Linear Regression Model
4.2. Logistic Regression Model

Logistic regression built the possibility of occurrence of either success or failure. The dependent variables
are binary in nature. The rate of dependent variable ranges from lower limit 0 to upper limit 1 denoted by
the following calculation given below.

Odds = p/(1-p) )
BotPiXiHPaXot....oeni +BnXn 3)

The nature of p means the possibility of survival characteristic of interest, one indicates the possibility of
happening of incidence and zero indicates the possibility of not happening incidence.
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Fig.2. Logistic Regression Model

For example, Spam detection, credit card fraud, tumour prediction. This regression Model is useful in such
a situation where there are only two conditions either yes or no which denoted with 1 and 0. The predicted
values trends below the average limit between 0 and 1, generally = 0.5. It accepts all values below 0.5 and
predicts the truth of reality in cyber security. Machine can use in cyber security applications to identify cyber
fraud.

"This model is used to determine the chance whether a dichotomous outcome depends on one or more free
(independent) variables" [35]. It is like linear regression but Conditional Distribution is Bernoulli instead of
Gaussian and possibility circumscribed between zero and one.

4.3. Polynomial Regression Model

Polynomial regression functional only when the independent variable is greater than one. Polynomial
equation denoted as:

Y =a+ p*x2 @)
Linear datasets apply linear regression model but in case of non-linear datasets extremes output come out, in

such situations Polynomial Regression adopted. Polynomial Regression is an alternative of Linear Regression
the association between the independent variables and the dependent variable can be symbolized by

polynomial.
/.
r Vel
\ Ve
\\- -
\\ -/-
LY >
P SO R
R

Fig.3. Polynomial Regression Model

It is more accurate to actual point of truth as usages polynomial in place of straight line, helpful in detection
of truth. The regression line is a curve not a straight line for turn data circulation. Machine Learning can
apply for this model where place of reaching human is difficult for example sea surface, dense forest, valley,
hill areas.
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4.4. Ridge Regression Model

When independent variables data is multicollinearity ridge regression [13] model applied. “In this
multicollinearity data in smallest squares guesses are neutral, even though the least-squares guesses are
neutral their variances are greater than the deviated observed value which is far from the accurate value. By
collecting a degree of favor to the regression computes nearly, it decreases the ordinary faults” [14].

The equation can be denoted as:
Y=atb*xte (5)

It resolves the multicollinearity badly-behaved through shrinkage constraint A (lambda). Equation is:

= argmin |y =% I 5+ A1 5112
BERp
Loss Penalty (6)

This equation involves two mechanisms least square with the multiplication of B2; with the association of
lambda (A) where B represents coefficient. The regression line for the ridge model can be further to the least-
square term to shrink the constraint and to have very little variance. This model machine can adopt for study
water resources.

Fig.4. Ridge Regression Model
4.5. Bayesian Linear Regression Model

This model is based on the Bayes theorem to find out the value of regression constants. In the Bayesian
model of regression, the subsequent circulation of the structures is resolute in place of outcome the least-
squares. It is like both Linear Regression Model and Ridge Regression Model but more secure than the
simple Linear Regression. Since it is a combination of linear and ridge,
predicts the more accurate result. It draws the ranges and follows
overlapping principle. So, it follows artificial intelligence. Machine can
<o~ adopt this regression for audio/text recognition.
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Fig.5. Bayesian Linear Regression Model
4.6. Lasso Regression Model

As per the name “Least Absolute Shrinkage and Selection Operator” is analogous to Ridge Regression Model
but furthermore deals with strict the absolute size of the regression constants, accomplished of sinking the
changeability and refining the correctness of linear regression models. “It
disagrees ridge regression model focused to reliably pre-emptive the addition
of the absolute principles of the guess’s standards that ancestries a number of
the constraint valuations to pick up to exactly zero” [15]. Machines are widely
uses in agricultural crop, yield production and suitability for environment.

Fig.6.Lasso Regression Model

4.7. Comparative table

Table 1. Regression Model comparative Table.

Parameters Linear Logistics Ridges Lasso Polynomials Bayesians’ Regression
Variable Continuous ~ Categorical ~ Multicollinea  Inbuilt variable select ~ Fit a nonlinear equation  Directing and forecasting DV
Types dependent dependent rity variables ion as well as by taking polynomial on the basis of IV
variable variables parameter shrinkage functions of the
independent variable

Estimation Least Maximum Higher Least absolute  Estimate the unknown Parameter estimation equal to

Method square like-hood coefficient, shrinkage and parameters in ordinary  subsequent distribution
estimation estimation more selection operator differential equation multiply with  likelihood

significant models distribution

Graphical Straight Curve Bias to  Shrink towards mean  Frequently fitted using Draws a range of lines with

overfitting/ line decide important data  with  high least squares values for different estimate  model

Overfitting boundaries  underfitting  features for multicollinearity[15]  underfitting/Overfitting parameters for
decide /Overfitting  underfitting/  for underfitting/Overfitting
underfitting Overfitting underfitting/Overfitti
/Overfitting ng

Relationship ~ The linear The linear Depends on If there are too many Linear or When the number of data

between DV  relationship  relationship  the shrinkage features, some of curvilinear/polynomial, points increases,

and IV between the is not parameter them are eliminated “Independent bias the lines begin to overlap
dependent mandatory done by setting the spread through  because there is less
and coefficients to zero unpleasant null value uncertainty in the model
independen and continuous  parameters.
t variable inconsistency OLS” [16]

Output Predicted Predicted Factor rate Regular machine  “Forecast result of Obtained from probability
integer binary recoil learning trends polynomial model distribution. The output is
value value (0 nonetheless behaves produced from a normal

orl) not=0, regression factors with distribution (where mean and
multiplication of variance are normalized)
dependent variables
”[17]
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Applications ~ Business Classificati ~ Water Agricultural Predict Sea surface “Automation of speech, text,
domain, on resources predictions and temperature and Al Recognition and
forecasting problems, study, Non- forecasting classification of images” [17]
sales cybersecuri  orthogonal
ty, image problem
processing

5. Conclusion

A real-time operational implementation can be achieved throw regression. Regression Models utilized based on
user necessities and requirements, according to the circumstances. Their advantage turn on individual-base depends
upon data and its relationship. Linear useful for two variables, polynomial for compound variables whereas Logistic
applies whenever dualistic decision either one or zero. Ridge follows multicollinearity, shrinkage squares of
coefficients to reduce multicollinearity while Lasso behaves absolute standards in the penalty, rather than squares this
tends to penalty values to zero which eliminated from the function. Models compared as per characteristics of models’
parameters adopted with the help of different aspects. The variables' relationship forms a path of the data flow for the
most frequent datasets. The estimation method has defined on models studies and produces some trends in the form
of lines and curves. It provides the right path of data trends in the machine Learning. This review analysis of the
regression module emphasis on the physical and virtual structure of the machine Learning. However, the best model
for a certain purpose and future usage of applications is still unclear, it may consider for future research. The review
adds a value to identify the nature and trends of data with the regression analysis and establish a function to determine
the future selection of the regression in machine learning.
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